**AUTOMATIC GENERATION OF RECOGNITION PROGRAMS FOR AMINO ACID SEQUENCES.**
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An integrated approach to recognition of given functional sites in an arbitrary amino acid sequence is suggested. In combines a number of independent recognition methods (such as, consensus, weight matrix, the linear Fisher discriminant, and perceptron). Different methods are optimal in each particular case, and our approach allows the user to either select or apply them simultaneously. The system for automatic generation of the programs using these methods has been developed. Its potential is illustrated by an example of DNA-binding motif of C2H2 zinc-finger type.

**1. Introduction**

Recognition of the elements of protein secondary and tertiary structures is one of the key points in prediction of their properties. Different methods of the image recognition theory [1] have been repeatedly applied to recognition of various sites in DNA and proteins. Among most widely used methods are neural networks [2], consensus [3-7], and perceptron algorithm [8, 9]. Recent studies demonstrate that, on the one hand, a sufficiently high prediction accuracy has been achieved, but on the other, implementation of only one method could not provide a considerable increase in the accuracy[1]. We are attempting to develop an integrated approach for predicting the elements of the protein tertiary structure. This approach combines various recognition methods[10, 11]. Basing on the

methods of consensus, weight matrix, linear Fisher discriminant, and perceptron algorithm, we have developed five programs for automatic generation of the C-code programs for recognition of each given site. This system was applied to recognize the C2H2 zinc-finger motif.

**2. Methods**

***2.1. Basic idea***

The programs that use an input training set for generation of the corresponding program recognizing certain motif or site were created for each of the above-mentioned methods. The current release uses the methods of consensus, weight matrix, perceptron algorithm, and the linear Fisher discriminant. All programs were developed in C. Sets of positive and negative examples (training sets) are used as input data. To obtain the correct result, all the sequences in both sets should be of equal lengths. The sequences that belong to a definite site are used as a positive example. The contents of the negative set are determined by the method applied and the task to be fulfilled. In any case, a set of random amino acid sequences can be used as a negative example. The sets obtained from the positive set through arbitrary rearrangement of the amino acid residues can be used as a negative set in case of weight matrix, linear Fisher discriminant, and perceptron algorithm. For the two last methods, the negative set can be additionally formed of the sequences of another site. The only condition for the sequences of the negative set is that they do not belong to the positive set. The result of these program operation is other C codes that recognize the regions in question in an arbitrary amino acid sequence through matching to each position the value of the weight function of the region starting from this position. The program developed is available for free use at http://wwwmgs.bionet.nsc.ru/Programs.

***2.2. Consensus***

Consensus is a sequence of the amino acid residues (or nucleotides, in case of DNA) most frequently occurring at each position. From physical standpoint, building consensus corresponds to a key-and-lock model. There are different approaches to creation of consensus sequence: one or several residues can be assigned to each position and considered with different weights. We applied the following algorithm to build the consensus [3]. The informational significance of each position was calculated as:

(1)

where **i** is the number of position; **r,** amino acid residue; and **,** frequency of occurrence of the **r**th residue at the **i**th position. This value was used to calculate the value . If the latter value exceeds the universal threshold **T,** the residue **r** was included into the consensus at position **r.** Thus, we did not limited the number of residues assigned to each position and did not assign different weights to them. The value **T** was calculated by similar algorithm over the set of random sequences:

|  |  |
| --- | --- |
| http://www.bionet.nsc.ru/meeting/bgrs/thesis/111/Image176.gif ,http://www.bionet.nsc.ru/meeting/bgrs/thesis/111/Image178.gif | (2) |

Discriminating function was calculated as:

(3)

where  and  are the numbers of matches and mismatches with the consensus sequence, respectively.

Thus, the value of the weight function falls within the range of **-L** to **L,** where **L** is the length of the sequence. If **W>0,**the sequence analyzed is considered to belong to the positive set; otherwise, to negative set.

***2.3. Weight matrix***

The physical basis for the weight matrix model is Berg-von Hippel statistical mechanics [10]. A weight matrix is a matrix of size **L? 20,** where **L** is the sequence length. Values of the matrix elements  are calculated according to the equation:

(4)

where  is the number of site variants in which residue **r** occurs in position **i; 20,** number of variants of amino acid sequences in each position; **N,** number of sequences in the positive set; and **1** and **20** correspond to the Bayesian probability **1/20.** The value of discriminating function is calculated according to the equation:

(5)

where  is the element of the weight matrix corresponding to the residue **r** in position **i,** if this residue occurs in this position in the sequence analyzed; **W0=(W++W-),** where **W+=**is the mean value of the weight function over the positive set; **W-,** the mean value of the weight function over the negative set. The values of the weight function fall in the range of **-L** to **L;**the threshold value is **0.**

***2.4. Linear Fisher discriminant***

The linear Fisher discriminant is a linear discriminating function  in the space of properties, for which the criterion function  is maximal (**m1** and **m2** are the values of discriminating function for the means of two classes , ;, dispersion within the classes) [11]. This describes the physical model of limiting stages.

We used the relative content of each residue in the sequence as a property. Thus, we had a 20-dimensional space of properties. The resulting function was normalized as follows: if the value of  was located on the same side as **mno** relative to **myes,** than the function **;** otherwise . Thus, the function **W**assumes the values from **1,** indicating the highest probability to belong to the class **Yes,** to **-.** The threshold **W** value is, as usual, **0.**

***2.5. Perceptron algorithm***

Perceptron algorithm is a tool for determination of the linear discriminating function through iterations. The essence of the algorithm is the following. Vectors from both sets are successively produced; if a vector is classified correctly (**W>0**for the class**Yes** and**W<0**for the class **No**), the next vector is produced; if the classification is incorrect, the incorrectly classified vector is either added to (for positive set) or deducted from (for negative set) the discriminating function.

  

(6)

If the sets are linearly separable, the algorithm converges over a finite number of iterations. We applied the perceptron algorithm to discriminate between the sets in a 20-dimensional space (analogous to the space used for the linear Fisher discriminant) and a space of **L<= 20** dimensionality, where **L** is the sequence length. In the latter case, the vector of 0 and 1 corresponded to each sequence, where 20 components corresponded to each position: 19 zeros and one unity in case of the corresponding residue. Here, the calculation of the discriminating function value coincided formally with the weight matrix method (at **W0=0**), but the weight function can assume any values. The threshold **W** value was, as usual, **0.**

**3. Results**

To test the system of the programs developed, we used the sequences of the most abundant class of functional motifs, C2H2 zinc-finger motif. They have the following general form:**С-х(2)-С-х(12)-Н-х(3)-Н.** The set was extracted form the SwissProt database and contained about 960 sequences. To form the positive training set, 100 sequences were extracted from the initial set; in addition, sets containing 50 sequences were formed to test the programs generated. The negative set was of the same value (100 sequences) and contained the sequences of random amino acid residues. Similar 50-sequence sets were used for testing the programs. The results obtained are shown in table and figure.

Shown in the histograms (Figure) are the numbers of test examples depending on the corresponding values of the weight function. Note that all the methods give satisfactory results; however, they are essentially different. A low type I error is typical of the perceptron method; however, the sizes of the training sets used were insufficient to avoid the type II error in the 20-dimensional space of properties. Occurrence of the type II errors in application of the consensus method is connected with a poor selection of the threshold. As is evident from Table and Figure, the two sets were separated completely, as in case of weight matrix and perceptron application.

Table. Results of the testing of the programs generated in independent control data

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Consensus building | Weight matrix | Linear Fisher discriminant | Perceptron algorithm based on the relative frequencies of amino acid residues | Perceptron algorithm |
| Type I error | **0** | **0** | **2** | **0** | **0** |
| Type II error | **3** | **0** | **3** | **17** | **0** |
| Maximal value for positive set | **21** | **4.965** | **0.959** | **2.0** | **15** |
| Minimal value for positive set | **5** | **1.190** | **-0.040** | **0.052** | **5** |
| Maximal value for negative set | **1** | **-1.585** | **0.318** | **1.116** | **-1** |
| Minimal value for negative set | **-15** | **-4.236** | **-1.645** | **-1.995** | **-13** |

Type I error is the number of negative examples erroneously recognized as positive examples; type II error, positive test examples erroneously ascribed to negative examples. Each test employed 50 positive and 50 negative sequences.

Thus, the system developed provides the possibility to select a most appropriate recognition method for a given site or, at least, allows the user to select such method. However, as it is impossible to predict the efficiency of a given method in recognition of a given site, application of all the methods with subsequent averaging of the results obtained is suggested as a next step. Such averaging could increase the recognition accuracy.
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